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Abstract
Starting from emphasizing the richness of human experience, over twenty years ago, Cognitive Linguistics currently oscillates between a positivist and a subjectivist perspective both of which reveal an ontologically and methodologically limited understanding of language. I propose that E. Coseriu’s Integral Linguistics can substantially broaden this understanding, in distinguishing between three levels and three points of view, or perspectives, on linguistic (and cognitive) reality. Coseriu’s “matrix” of levels and perspectives is discussed, offering an interpretation along phenomenological lines. A key point is the emphasis on consciousness rather than “the cognitive unconscious”. Finally, I outline how the distinctions made within Integral Linguistics can help resolve debates within Cognitive Linguistics concerning the nature of “image schemas” and “conceptual metaphor”.
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1. Cognitive Linguistics on the Crossroads?
In their introduction to the most authoritative summary of Cognitive Linguistics research up to date, The Oxford Handbook of Cognitive Linguistics (Geeraerts and Cuyckens 2007a), the editors point out a certain epistemological/methodological dilemma:  

If we understand empirical methods to refer to forms of research (like corpus linguistics, experimentation, and neurological modeling) that do not rely on introspection and intuition but that try to ground linguistic analysis on the firm basis of objective observation, then we can certainly witness a growing appeal to such empirical methods within Cognitive Linguistics. […] Because meanings do not present themselves directly in the corpus data, will introspection not always be used in any cognitive analysis of language? (For an explicit defense of such a position, albeit in terms of “intuition” rather than “introspection” see Itkonen 2003). (Geeraerts and Cuyckens 2007b: 16, 18)

This gives the impression of a field caught at the crossroads of progressive science and old-fashioned philosophy. Furthermore, some central practitioners of Cognitive Linguistics (hence, CL) urge us to take the right turn without any hesitation since, as Lakoff (2008: 18) phrases it: “We think with our brains. There is no other choice. Thought is physical. Ideas and the concepts that make them up are physically “computed” by brain structures. Reasoning is the activation of certain neuronal groups in the brain given prior activation of other neuronal groups. Everything we know, we know by virtue of our brains.” With advances in neuroscience brought about by new technologies of “brain-imaging” and the (implied) unreliability of intuition and introspection, could there be any doubt which path to take?
The simple answer is “yes”, but the more complex one is that the whole dilemma of “science vs. intuition” is a false one. What could be called the “reductionist camp” in CL (cf. Pawelec 2009) commits the bluntest form of the “naturalist fallacy” by assuming that scientific knowledge progresses inductively “on the firm basis of objective observation”, independently of intuition, (inter)subjective experience and interpretation. That this is a fallacy has been shown by a multitude of philosophical arguments, but perhaps most forcibly in the writings of Husserl (1900, 1913, 1952) and the school of phenomenology initiated by him. It is also easy to catch the reductionists in acts of self-contradiction, such as when Lakoff (2006) (re)constructs the metaphors behind American political thinking on the basis of (speculative) analysis, before projecting them into the “cognitive unconscious” of Democrat and Republican voters (cf. Nunberg 2006).
This is, of course, not the only epistemological position within CL. Talmy has formulated a rather extreme version of a “subjectivist” take on meaning, privileging introspection as method:
For cognitive semantics, the main object of study itself is qualitative mental phenomena as they exist in awareness. Cognitive semantics is thus a branch of phenomenology /…/ As matters stand, the only instrumentality that can access the phenomenological content and structure of consciousness is that of introspection. (Talmy 2000: 4) 

Unfortunately, this anti-thesis is as problematic as the reductionist thesis. Most obviously, it is a grave mistake to confuse phenomenology in general (cf. Gallagher and Zahavi 2008; Zahavi 2003), and intuition in particular with “introspection” (cf. Itkonen 2008b).
In a recent publication (Zlatev 2010), I have tried to show that by taking phenomenology seriously (rather than as occasional name dropping, as typically done in CL texts), the “crossroads” dilemma can be avoided. Apart from basic issues concerning the epistemology/methodology of linguistics, such a perspective can help develop what is still essentially lacking in CL: coherent concepts of meaning, embodiment, intersubjectivity, normativity, and for that part, language itself (cf. also Zlatev, 2008a, 2008b, 2009a, 2009b).  

Here, I try a somewhat different route, and consider if problems concerning the epistemological foundations and some key notion of CL can be addressed by considering ideas from a school of linguistics that has been for a long time virtually unknown in the English speaking cultural sphere in general, and in CL in particular: the Integral Linguistics (IL) of Eugenio Coseriu and his followers. Coseriu published profusely over the second half of the 20th century, but not in English.
 For the present discussion, I will focus on a particular text: Linguistic competence: What is it really? (Coseriu 1985), which has the advantage of not being a translation, and in which Coseriu outlines his major concepts and theoretical framework. It is precisely the goal of theoretical, and even meta-theoretical, integration that is appealing at a time, when within (cognitive) linguistics, in the cognitive sciences, and beyond, we mostly witness fragmentation and disintegration.

Section 2 presents Coseriu’s basic framework under the heading Coseriu’s Matrix. This matrix insightfully and intuitively distinguishes between three “points of view”, crossed with “three levels” of language, giving (at least) 9 different ways in which the phenomenon of language can appear for us, and in which it can be systematically studied. However, and perhaps somewhat paradoxically, IL has only recently attempted integration with other current schools of linguistic thought such as functional linguistics (e.g. Nedergaard Thomsen forthcoming) and CL (Borcila forthcoming; Faur forthcoming). Part of the problem lies in difficulties of interpretation (and translation). But it is possible that IL may need to be further developed, since the exposition of Coseriu (1985) leaves questions concerning knowledge, grammar and consciousness not sufficiently explained. Even after consulting some other English texts (Coseriu 1967, 2000a) such questions remain not completely answered. As a step in this direction, in Section 3 I attempt an interpretation of Coseriu’s framework in more cognitive (though not cognitivist!) and phenomenological lines. Finally, in Section 4 I relate this (adapted) framework to some ongoing debates within CL, namely those concerning the nature of image-schemas and conceptual metaphors, and suggest how with its help such debates could possibly be resolved. 
The major goal of this article is not to provide a thorough integration of CL and IL, nor anything resembling definite answers to the foundational issues, but to show how a pluralistic, devotedly non-reductionist approach to language can help resolve some conflicting positions within linguistics (and cognitive science). Disagreements can be shown to be, at least in part, a matter of different focus, i.e. which sense of the term ‘language’ they decide to treat as most central. Thus, the exercise will not come up with the “essential properties of language”, cf. Zlatev (2007) and Kravchenko (2007) for quite different accounts of these. It will, however, provide a map of the territory that needs explaining, in one way or another. And as all maps, it will help us from getting lost in the jungle of words and phenomena.
2. Coseriu’s Matrix

On the 11th of January 1985, E. Coseriu read his “Presidential Address” to the Modern Humanities Research Association at University College, London. In this presentation, the author summarizes what he calls “my main contribution to the understanding of language, and consequently to the foundation of linguistics or, to put it in other words, what constitutes my permanent frame of reference” (ibid: xxv). He states that he formulated this “frame of reference” as early as 1955, and it has remained pivotal “for the interpretation not only of the various questions with respect to the various linguistic problems ranging from language change to that of translation and linguistic correctness, but also of the structure of linguistic disciplines themselves and of recent developments in linguistics” (ibid: xxv). What gave rise to this framework was a “discomfort with the distinction langue/parole, language/speech in the context of the post-Saussurian discussion of these notions” (ibid: xxv). The “new developments” that are obliquely referred to in the earlier quotation are apparently those of Chomskyan linguistics,
 as shown by references to notions that he finds even more problematic than the Saussurean ones, e.g. “linguistic competence” and “performance”.  Rather than any of these much debated dichotomies, Coseriu offers the matrix, shown in Table 1.  

Table 1. Coseriu’s matrix, crossing three “points of view” on language, with the three “levels of language” (from Coseriu (1985), p. xxix)

	
	Points of view

	Levels
	Activity

Energeia
	Knowledge

Dynamis
	Product

Ergon

	Universal
	Speaking in general
	Elocutional knowledge
	Totality of utterances

	Historical
	Concrete particular language
	Idiomatic knowledge
	(Abstracted particular language)

	Individual
	Discourse
	Expressive knowledge
	Text


The distinctions on the horizontal dimension of the matrix have to do with different points of view, or perspectives, on language. The phenomenon of language is perhaps most apparently an activity of speaking (or signing) and understanding. This activity (Greek: energeia), as emphasized by Coseriu, is truly creative and not simply “productive” (or “generative”). It is often pointed out among Coseriu scholars that energeia is the fundamental ontological category for Coseriu (Nedergaard Thomsen forthcoming; Faur forthcoming).
 Nevertheless, at least in the text under scrutiny, in which knowledge (Greek: dynamis) is of central concern, Coseriu states that energeia is also a “realization or application of an already existing knowledge” (ibid: xxvii) possessed by speakers. Furthermore, since “it is a question of productive activity, we can also regard it in terms of its products [ergon]… a text is nothing but the product of a speech act, or a sequence of speech acts, or rather: these speech acts themselves as a product, which can be retained either in memory or recorded and preserved in material, in taped, written or printed form.” (ibid: xxvii). Thus, language can be viewed from any of the three perspectives, energeia, dynamis and ergon, since they necessarily co-imply each other. 
More significant for the present discussion is the orthogonal distinction of levels of language: “(1) language in general, (2) particular languages and (3) language as individual discourse.” (ibid: xxviii). Coseriu makes it clear that this is a qualitative distinction of levels of generality, and not just “points of view”. Confusing the two dimensions or neglecting one of them is the reason for much of the confusion in “modern linguistics”, suggests Coseriu. I will return to this in the next section, but first we need a better understanding of the different levels. 

If we start from the universal level, language can be seen as the activity of producing any kind of language (as opposed to something different from language, as e.g. in the case of making music or animal signaling). It can also be seen as the products themselves – all the utterances (or texts) that result from this universal for our species (type of) activity. Finally, we could focus on the universal (species-general) knowledge, or as we would currently perhaps prefer to say, the non-linguistic cognition of human beings (of which logic is given as example) that make this activity/product possible. In this particular text Coseriu is not very specific about what such knowledge consists in apart from stating: “Elocutional knowledge comprises everything that applies in principle to all languages independently of their respective linguistic structuring, that is a number of principles of thought and the general knowledge of the world” (xxix).
 Even this formulation, however, suggests that this is not a uniform category (see Section 3.1 below). 

It is on the historical level that a particular language such as English, Swedish or Swahili can be said to exist. This level can be said to correspond to what Saussure aimed at with his concept of langue: language as a “social institution”, with an irreducibly super-individual normative dimension (cf. Itkonen 2003, 2008a). At the same time, it is not identical with Saussure’s conception. First of all, it is not a monolithic or unitary system: “… a historical language is never one single “linguistic system”, but a “diasystem”: an ensamble of “linguistic systems” between which there is at every stage co-existence and interference” (Coseriu 1967: 33). Furthermore, as with the universal level, a particular historical language (such as English, Swedish or Thai) can appear from the three familiar “points of view” (cf. Table 1). First, there is the creative activity (or rather: activities) of using, and in the process, changing the particular language. Second, the knowledge of the speakers (signers and writers) and hearers (interpreters and readers) of the language that is specific to the language, which at least in part make these activities possible – what Coseriu calls somewhat unusually for modern English usage “idiomatic knowledge”.
 Thirdly, and what is most difficult to pinpoint on this level, Coseriu contends, is the product perspective, since “we do not come across a particular language as a product in the real world; what is produced within a particular language as such remains a unique ‘text fragment’…” (ibid: xxviii). Hence Coseriu suggests that we regard the product (ergon) perspective of this level as something “we can deduce (‘abstract’) … from activity and knowledge, and we can record it as a product in a grammar and in a dictionary” (ibid: xxviii). But the reasoning here is not completely obvious, since neither do we “come across” a language in all of its possible forms of use (as an activity), and even less so when it comes to the universal level. Yet, this was not suggested as a reason to “abstract” on the activity point of view, or for a “universal grammar” for the universal level. As I will argue in Section 3.2, this is one aspect in which Coseriu’s framework could be revised, or at least reformulated.
Finally, the most specific of the three levels is the individual level. Here too, though, it seems that Coseriu is not fully consistent. In some passages he refers to specific instances of language use:  specific spatio-temporal discourses (as activity) or texts (as product). But when he characterizes the knowledge point of view on this level, he refers to “a discourse oriented knowledge, a knowledge of how certain discourses should be constructed in certain situations” (ibid: xxix, my emphasis), and on “norms of discourse which do not directly concern the construction of the linguistic expression as such, but rather the so-called ‘text macrostructures’ or the use of certain expressions in certain types of texts or with respect to certain persons” (ibid: xxx). Thus, this appears to be the levels of registers, genre, styles etc. – which are more specific than those of “historical languages” and with more considerable individual variation. Nevertheless, even here we have types (structures, norms) – and not just individual instances of creative and idiosyncratic language use. 

Under these interpretations, we may observe that Coseriu’s three levels of language correspond to the three major (types of) senses of the English word ‘language’ that can be found in a dictionary definition:  (1) the capacity to use language in general, (2) a specific communal language, and (3) contextual variants of this language. But given the ambiguity of the “individual level” discussed in the previous section, one could propose that it needs to be subdivided, to distinguish between types (of contexts, genre etc) and specific instances. In discussing specifically linguistic “sense” (see below) Coseriu seems to be focusing on the latter.

In the remainder of the text Coseriu proceeds to show how these divisions are necessary for tackling the many “linguistic problems” that were mentioned from the start. For example, a theory of linguistic meaning (semantics) needs to operate with all three levels: with (a) designation to “extralinguistic reality itself, be it a state of affairs or the corresponding contents of thought”, (b) meaning, understood as “the particular possibilities of designation in a given language” (ibid: xxx) and (c) sense – “the particular linguistic content which is expressed by means of designation and meaning and which goes beyond designation and meaning in a particular discourse, such as a speaker’s attitude, intention or assumption.” (ibid: xxx). One can again notice that Coseriu’s distinctions are anything but arbitrary; these three “levels of meaning” are respectively emphasized by different fields and theoretical approaches. The first level, interestingly combines what are usually contrasted: “externalist”, denotational semantics of the type preferred in analytical philosophy, on the one hand, and “internalist” or mental semantics favored almost unanimously within CL (with at least some exceptions: Sinha 1988; Zlatev 1997; Pavlevec 2009). The second level is that of “linguistic semantics” (e.g. Frawley 1992), focusing on language-specific conventions, and typological generalizations across languages. The third is that of “linguistic pragmatics”, in a wide sense including speaker meaning, intention, presupposition, speech acts, “inferences” etc. Coseriu’s specific terms, here and elsewhere, may perhaps not be universally applicable (in particular, since languages differ in their pre-theoretical lexis within this highly relevant for semantics “lexical field”, cf. English: meaning vs. content, Swedish mening vs. betydelse, German: Sinn vs. Bedeutung, Russian: znachenie vs. smysl etc.). The point is, however, that this three-level conception of (linguistic) meaning is broad enough to include the multiple perspectives and levels of the phenomenon, while most theorists have typically focused on one at the expense of others.

To each of the three levels of meaning/content (and hence to the three levels of language) correspond three different kinds of conformity judgments: judgments of (a) congruence, (b) correctness and (c) appropriateness. A statement such as The five continents are four: Europe, Asia and Africa is “neither correct nor incorrect, but ‘incongruent’, because it infringes upon elocutional knowledge” (ibid: xxxiv), states Coseriu. The conventional way of expressing apologies differs across languages, so if one were to translate the Italian Me dispiace literally into English as I dislike it, it could be (potentially) a congruent representation of the mental state of the speaker, a correct English sentence, but it would be inappropriate as an apology. In translation between languages, sense has priority over designation (and meaning): “Precisely because the specific content of a text is its sense, we must give up the designation in order to express the same sense” (ibid: xxxiv). The grammatical and lexical resources of the different languages will always differ, but they can be used as “instruments” in expressing the same (or as similar as possible) sense.

Such remarks show that Coseriu’s framework is not only a taxonomy of perspectives/levels of language, but can be used to explicate how these interrelate. Coseriu gives examples of such interrelation both explicitly and implicitly. He writes toward the end of his presentation of “a ‘one-way’ direction of the neutralization of … judgments: linguistic correctness neutralizes the incongruence and the appropriateness may neutralize both the incongruence and incorrectness” (ibid: xxxv). The top levels can be said to constrain the lower ones, but do not determine them. It is this that allows both for a true creativity of language use, and for the inherent dynamism of Coseriu’s historical level, in contrast to the relatively static nature of Saussure’s langue. Coseriu’s framework also implies a degree of autonomy or independence of the levels. Thus, any strong form of nominalism, following from certain forms of structuralism (such as Saussure’s) and a strong version of Whorfianism are excluded. There can be congruence (i.e. “truth”), beyond the confines of particular languages, and as pointed out above, texts can be translated between languages on the basis of (near) identity of sense, despite inherent differences of meaning.

Finally, and crucially for the argument or this article, by emphasizing the pivotal role of knowledge, or “linguistic competence”, Coseriu (1985) implies that his framework is a fundamentally cognitive one. Furthermore, since he highlights the role of judgments, this is neither a Chomskyan notion of “competence”/“I-language” nor a matter of the “cognitive unconscious” (Lakoff and Johnson 1999), a concept that CL seems to have inherited from generative linguistics (cf. Zlatev 2007, for a critique).  Rather it goes back to the original meaning of “cognition” by implying consciousness, since the notion of completely unconscious judgments is non-sensical (Zlatev 2008b; Itkonen 2008b). Judgments are always performed by someone (a conscious subject), with respect to something (an intentional object). What they are applied to are the various “realizations” of language on the activity and product perspectives. As Coseriu phrases it:  “Competence is the criterion, not the object of the judgments” (ibid: xxxiv). The one who is doing the applying is not some “language organ” or some other homuncular notion, but the knowing subject, the speaker or hearer of a language that he or she has mastered.
3. Possible Amendments and Extensions 

Even without having the privilege of reading Coseriu’s more extensive treatment of these topics in his books (due to the language barrier), by this short text alone (and few others of those mentioned in footnote 1), it is possible to surmise that linguistics would not have been in its present fragmented state if, sometime half a century ago, it had followed the lead of thinkers such as Coseriu rather than Chomsky. Still, rather than indulging in regret for the past, let us see what could be done better for the future. Thus, I here consider how Coseriu’s matrix could be interpreted from a cognitive-phenomenological perspective, and at the same time look at some of the unresolved issues that were mentioned in the discussion in the previous section.     

3.1. What Kind of “Knowledge”?

The first thing that needs to be addressed is Coseriu’s somewhat vague use of the philosophically loaded, and much discussed term ‘knowledge’ (of language), in the text under discussion (though see below for a qualification). Based on how the term has been used in the literature, we can distinguish between at least four different types of knowledge, all of which seem to be necessary, for all of the levels of language in the framework. The first three are Type 1, implicit (“dispositional”, “know-how”) knowledge, Type 2, explicit (“know-that”) pre-theoretical knowledge, and Type 3, explicit theoretical knowledge (cf. Itkonen 2003, 2008a). The fourth is rather orthogonal to the three, at least when they are viewed as individual knowledge: Type 4, common knowledge. There are various conceptions of the latter, both propositional and explicit (e.g. Itkonen’s “three-level knowledge”: I know1 that you know2 that I know3 p), and non-propositional and implicit (e.g. H. Clark’s (1996) “common ground”), but the point is that such knowledge is in one or another sense collective and “shared” rather than individual.    

It should be emphasized that all but Type 1 necessarily imply (at least to some degree) conscious knowledge. As pointed out at the end of the previous section, Coseriu highlights the role of judgments (of congruence, correctness and appropriateness), and these presuppose Type 2 knowledge on the part of speakers. Furthermore, since correctness is a normative notion, and norms are commonly known, at least knowledge on the “historical” level must also be Type 4, and possibly also the other two levels as well, since congruence and appropriateness also have normative aspects. 

Unfortunately, Coseriu (1985) does not make the distinction between different kinds of knowledge, and most often writes of language “capacity” and “know-how”, which tends to leave the impression that the major type of knowledge involved is of Type 1. In fact, especially on the universal level a good deal of the “linguistic competence” can be said to be of this type. Not all of it, however. 
Some “principles of thought” relevant for (what could be) universal properties of human languages that are widely discussed in the CL and Pragmatics literatures are iconicity and economy (Croft 2003), analogy (Itkonen 2005), metaphorical extension (Heine and Kuteva 2007), and for human (“ostensive”) communication, the Cooperative Principle (Grice 1975) and relevance (Sperber and Wilson 1995). Some of these (economy, relevance) have been described as operating purely unconsciously, with a law-like causality resembling the natural sciences (which linguistics has been trying for some time to emulate, cf. Itkonen 2008a). Others – analogy, iconicity, metaphor, cooperative principle – on the other hand, can be argued to require at least some degree of conscious attention and choice (cf. Zlatev 2007, 2008b; Zlatev, Blomberg and Magnusson in press). Nevertheless, in both cases such “principles” are of course not “known” by the speakers, but only discovered (if the explications turn out to be “congruent”) by analysts, i.e. they are a form of abstract, theoretical knowledge (Type 3).  

Let us take a concrete example. True universal properties of language – as opposed to tendencies and “implicational universals” such as: “if a language has a dual plural, it also has a regular plural” (Greenberg 1966; Croft 2003) – are highly controversial (Evans and Levinson 2009). Still, a good candidate of one such universal is that of predication: all languages have means of attributing a category (a predicate) to an “individual” (a singular entity), e.g. This (entity) is tasty (category). Deacon (2003), following Pierce, attributes this to universal “semiotic constraints”: once a semiotic system which includes general category terms (“symbols”) such as tasty emerges, it will necessarily also have “indexes” to anchor these specific referents, or else the category terms would be useless in communication. Whether such an explanation is satisfactory is not essential here. Rather, the point is that whatever it is that makes predication a universal feature of language would at best be “known” by speakers in a highly implicit manner; perhaps one could say that it is “emergent”, rather than “anticipated” (Clark 1996).   

Much the same can be said about the other side of Coseriu’s “elocutional knowledge” – universal pre-linguistic knowledge of the world. Some things would be known explicitly – e.g. that three things are more than two things (of the same type). Others, only implicitly and “procedurally”, e.g. the knowledge that when I stand, I (typically) have both my feet on the ground, cf. Searle’s notion of the Background (Searle 1992). Both kinds of knowledge are relevant for the “universal level” of language, but they are not of the same kind – and both are different from an explicit, theoretical account of the facts – in terms of arithmetic and a theory of gravity.

What was said above concerning the universal level of knowledge in Coseriu’s framework, applies with the same validity to the other levels: some aspects of “idiomatic” and “expressive” knowledge will be explicit, while others implicit. In defending the use of (conscious) intuitions of correctness, Itkonen (1978: 82) makes more or less the point:  

… we have here a confusion between the following two types of entities: on the one hand, the concept of ‘correct sentence of a language L’, which is the object of conscious knowledge; on the other, utterances of language L, which are manifestation of unconscious ‘knowledge’. In the former ‘knowledge’ equals consciousness, while in the latter, ‘knowledge’ is a hypothetical dispositional concept. 
To repeat once more: judgments, not only of correctness but of appropriateness and congruence will always involve conscious knowledge. But this does not imply that all psychological processes need be of this kind. Language use involves a complex interlay of “automatized” processes operating without conscious supervision, and it would be a grave mistake to consider all “linguistic knowledge” to be of the same kind. Most often, the mistake has been to treat all knowledge as “unconscious”, and hence the term ‘knowledge’ has been substituted for neutral terms such as ‘competence’ and ‘cognition’.  In several publications (Zlatev 2007, 2008b) I have emphasized the necessary role of consciousness for language (knowledge), largely as an anti-dote to such reductionism. But often I have been misunderstood as denying the role of preconscious, “bodily” processes, which has never been my intention. 
From the text I have hitherto focused on (Coseriu 1985), Coseriu’s position on these matters in not clear. However, considering another short (and important) text The Principles of Linguistics as a Cultural Science (Coseriu 2000a), it appears that Coseriu’s view is similar to mine, and to that of Itkonen (1978, 2008b). There, Coseriu makes the distinction between “original” / “intuitive” knowledge and “the already reflexive knowledge of the speaker as linguist” (Coseriu 2000a: 109). Concerning the first, he writes: “… here – we know facts – in a way – by what could be called “original knowledge”; or even “original science”, in the sense used by Husserl, i.e. by that kind of knowledge man has about himself and about everything he does as creative and free subject” (ibid: 109). And further on: “If the bases of linguistic studies lies each time in this original knowledge, in this original cognizance, this means that other people, like all people, can also be – in a sense – linguists or at least beginners in this field; certainly, if they are willing to turn from intuition to reflexivity.” (ibid: 111).
First of all, it is clear that “knowledge of the speaker as linguist” corresponds to what I have here called Type 3 knowledge. But in the reference to Husserl, the statement that “we know facts” and the use of the term “original cognizance” as synonym, Coseriu makes it clear that original knowledge cannot be only of dispositional (Type 1), but rather of Type 2: “explicit”, pre-theoretical and accessible to consciousness. It is this that allows the application of one of Husserl’s “eidetic laws” (Husserl 1913, #98): that anything that is experienced directly (“originarily”) can be made the focus of reflection, albeit in modified form. Coseriu (2000a: 110) even gives an example of a statement of such knowledge, concerning normative correctness, on the historical level: “[it] has no other argument than “this is how you say it in my language””. In sum, while Coseriu (1985) speaks of knowledge as “know how”, uses the Greek term dynamis and in Spanish prefers the verb saber, all suggesting dispositional knowledge, I believe that we can conclude that he does not have in mind a purely “procedural”, “unconscious”, “automated” capacity. But the matter is complicated (terminologically as well), and I suppose that this is an interpretation that it bound to be further debated.

3.2. Analysis, System and (Cognitive) Grammar

The second, and related, issue that needs to be clarified is Coseriu’s rather curious placement of “a grammar and a dictionary” (Coseriu 1985: xxviii) in the historical level/product cell of the matrix.
 When Coseriu writes “We can deduce (‘abstract’) a language from activity and from knowledge…” (ibid: xxviii), does the “we” only refer to us as linguists and analysts, or also as “naïve” language learners and users?

As familiar, the traditional cognitivist answer to this question is “both” – though what we do consciously in analysis and “learning” is performed unconsciously in spontaneous use and “acquisition”. In the first case we uncover the principles and structure of “Universal Grammar” through laborious effort, in the second the child does this “effortlessly” by applying its innate potential, in an “instinct” like manner, in order to deduce the uniform system underlying the variant activities and products (Pinker 1994).  Many have reacted to this, and proposed a radical separation between language as spontaneous, contextual, adaptive activity (e.g. “languaging” according to the notion introduced by Maturana (2000)), and the artificial “constructs” of linguists, projected onto what they wish to explain (e.g. Cowley 2009). But for scholars concerned with hands-on linguistic analysis, such a “radical” separation is hard to accept. The “abstraction” that Coseriu writes about is what linguistic description, based on (inductive) generalization is all about, and this can and has been performed meticulously on all three of the points of view, and on all of the levels of language in Coseriu’s matrix within the language sciences – in different ways, and different sub-fields.
On the historical level such analysis has foremost been carried out on the basis of speakers’ judgments (intuitions) of correctness, i.e. on the level of Type 2 (and since this has the form “this is how you say it in my language”, also of Type 4) linguistic knowledge. On the basis of such pre-theoretical (conscious) common knowledge, theoretical descriptions, i.e. Type 3 knowledge as explications of Type 2/Type 4 knowledge in the forms of grammars and dictionaries have been carried out for hundreds of different “historical languages” (Itkonen 1978, 2003). These descriptions have varied in adequacy and format greatly, but the simple fact that they have been possible, and more or less useful, belies the statement that they are simply “constructs”. More recently, with advances in the technologies of corpus linguistics, abstractions have also been performed on the point of view of products, giving rise to (the ideology of) “usage-based” (cognitive) linguistics (e.g. Tummers, Heylen and Geeraerts 2005). Still more recently, closer attention to the temporal structuring of utterances and interactive turns in spoken discourse has uncovered regularities in the activity point of view of specific (historical) languages, e.g. elements of “process syntax” within Swedish “spoken language grammar” (Lindström 2008). 

Thus, I suggest that grammar as “abstraction” should not be placed within the “product” cell for the historical level in Coseriu’s matrix in Table 1, but rather should be seen (at least) as three cells that run parallel to it. But then, the same can be said concerning all the other cells as well. On the universal level, the part of the field of Pragmatics aiming at “universal” generalizations (e.g. Grice 1975; Sperber and Wilson 1995) attempts to find general principles and structures of linguistic activity, as pointed out previously. Cognitive science and phenomenology, the first departing from “unconscious” Type 1 knowledge, the second from the rich, multi-faceted structure (and process) of consciousness, seeks invariants among the structures of the perceived world, as well as “principles of thought”. Finally, modern linguistic typology (e.g. Croft 2003) seeks to find “universals” of language (and constraints on variation), inductively, on the basis mostly of products (corpora, questionnaires, elicitations).

As for the “individual” level, if it were truly only a matter of spatio-temporal instances of language use, generalization would of course not be possible. But as pointed out in Section 2, for Coseriu and for those concerned with this level, it (also) involves types of activities, knowledge and products, and can therefore be submitted to generalization. Conversational Analysis (Schegloff 2007) is usually formulated defiantly against “abstractions” and focusing on “actual talk”. But on the basis of the careful description of the interactions of ordinary speakers, CA-scholars have induced a number of structures such as “adjacency pairs”.
 Hymes (1966) formulated his notion of “communicative competence” in contradistinction to Chomsky’s “linguistic competence” precisely in order to point out that there are regularities and norms (and knowledge of these) beyond those of grammar. At least some forms of Psycholinguistics focus on “online” psychological processes in language production, comprehension and speaker-hearer “alignment” (Pickering and Garrod 2004). Finally, the claims of variationist linguistics, emphasizing language-plurality, could hardly be substantiated without analysis of specific products in the form of text corpora. 

Therefore, I would like to propose a “mirror matrix” to that of Table 1, where disciplines and fields concerned with (or at least relevant for) the study of language, can be plotted on the basis of the level that they are primarily targeting, and the “point of view” (and type of data) that they work with, as shown in Table 2. Admittedly, such plotting of fields in a matrix may be rather too schematic. Still, it has the advantage of pointing out something that should be obvious: rather than denying the validity of the object and method of study of other fields, as commonly done, practitioners within these fields should rather view their enterprises as complementary to one another. Furthermore: not in a “modular” isolationist manner, but as parts of a truly general or “integral” linguistics. 

Table 2. The Analysis Matrix – mirroring Coseriu’s Matrix (Table 1): Disciplines seeking theoretical generalizations on different levels, from different perspectives.
	
	Points of view

	Levels
	Activity

Energeia
	Knowledge

Dynamis
	Product

Ergon

	Universal
	Pragmatics
	Cognitive science
/ Phenomenology
	Linguistic typology

	Historical
	Process syntax
	Intuition-based analysis of grammar and lexis
	Usage(corpus)-based generalizations

	Individual
	Conversational analysis / Activity theory
	Communicative competence
/ Psycholinguistics
	Variationist linguistics


But let us return to the question of the first paragraph of this sub-section: what is the relation between such theoretical linguistic analysis and the knowledge of the naïve speaker? Is there (near) identity, or radical difference? I would propose: analogy, though to argue for this would take more effort and space than I have currently available. Note however, that any two extreme positions (e.g. Lakoff and Johnson’s “cognitive unconscious” and Cowley’s “languaging”) assume a strict separation between the analysis of the linguist based on conscious thought, and the “unconscious” linguistic knowledge of the naïve user. The difference is that the cognitivist assumes that the outcomes somehow end up the same even though the ways to it are radically different, while the anti-cognitivist imagines that the acquisition of “verbal behavior” and linguistic interaction somehow happen “spontaneously” through massively distributed processes, realized in variant manner in individual brains. Both of these (admittedly, here presented in somewhat caricaturized forms) proposals run against Coseriu’s first principle of linguistics, “as a cultural science” (Coseriu 2000a; 109): “…in these sciences, we need no hypotheses, because we do not need anything to put “under facts” in order to be able to interpret then. This is because, here, we know facts…” The quotation continues as given at the end of Section 3.1, stating that this knowledge is of the “original” kind. Itkonen (2003, 2008b) makes essentially the same point, supporting it by meticulous documentation of what the practice of (descriptive) linguistics is actually like, irrespective of the ideology professed by the practitioners.  
In contrast to both flawed opposites, as suggested in section 3.1, and argued in more depth elsewhere (Zlatev 2008b) my claim is that language can only be acquired and used by conscious subjects, and conscious not only in the minimal sense of being aware of the here-and-now and being possessors of qualitative experience – but also of at least minimal reflective consciousness.
 Judgment is an example of reflective consciousness, and so is the ability to notice similarities and differences, and to draw conclusions. Some generalizations can be made “procedurally” without such processes, as shown by artificial neural networks models, but to be able to learn grammatical constructions and the meanings of words, this is not possible – hence the failure of all “artificial intelligence” models of these phenomena. Thus, a “construction grammar”, of the kind envisioned to be acquired by the child through such generalizations by Tomasello (2003) could (potentially) be not only a matter of theoretical knowledge, and thus positioned in Table 2, but also something that is a proper part of the linguistic knowledge of the language user. Such knowledge would not be primarily Type 1, dispositional, but something that the speaker is at least marginally aware of, even prior to being probed with “grammaticality judgments” by linguists. 
A truly “cognitive grammar” of this sort is, however, a project for the future, and those which are called so currently (e.g. Langacker 1987) err in forgetting that an analogy between the theoretical abstraction of the analyst, and the knowledge of the language user can only be partial, i.e. analogy is not the same as identity.    

4. Contributions to Debates within CL
By applying the (adapted) IL framework to the fundamental question concerning the nature of grammar, and in particular a “cognitive” grammar in the previous section, I have already shown its significance for CL concerns. But there are two even more basic notions within CL, and their nature has been a matter of extensive debate: image schemas and conceptual metaphor. I will here briefly outline these debates, and suggest how they can be clarified, if not resolved, by utilizing Coseriu’s matrix.
4.1. Image schemas
The concept of image schema, introduced by Johnson (1987), is one of the most central to CL. Originally, it was defined as: “a recurring dynamic pattern of our perceptual interactions and motor programs that gives coherence to our experience” (ibid: xiv). In many different publications this notion has been utilized to “ground” linguistic meaning, especially of closed-class grammatical elements such as prepositions.

However, it has become increasingly clear that there is not one, but a number of different concepts behind this term (cf. Hampe 2005; Zlatev 2005). Most often image schemas are described as abstract structures such as path and verticality (Johnson 1987; Mandler 2004), or even more abstract ones such as cycle and process (Grady 2005). On the other hand, sometimes “basic level” experience-types such as push and grasp are given as illustrations of image schemas (Gibbs 2005).
Most often image schemas are seen as part of the “cognitive unconscious” (Lakoff and Johnson 1999; Johnson 2005), but some authors claim that they possess phenomenal contours and hence cannot be completely unconscious (Gibbs 2005). Langacker (2006: 36) has proposed a rather interesting interpretation of image schemas as “subjectively construed mental operations”:

… we should not think of image schemas as something we conceptualize (which the term image might suggest), but as cognitive abilities inherent in the conception of other entities. For instance, the source-path-goal image schema could instead be thought of as the capacity for mental scanning. The link schema could be thought of as the capacity to exploit a conceptual connection. The centre-periphery schema might be thought of as an asymmetry in mental access…
In phenomenological terms, Langacker is proposing to regard image schemas not as structures, representations etc., but as processes of (human) consciousness by means of which the meaningful world (i.e. the Lifeworld) is apprehended.
So what are image schemas: unconscious or conscious, structures or processes? In terms of the distinctions introduced in the previous two sections, we can see that for Johnson these are “dispositional” structures (Type 1 knowledge), arising from patterns of bodily action, very much like the sensory-motor schemata of Piaget (cf. Zlatev 1997). This is possible, but on such an interpretation image schemas remain entirely “hypothetical” (cf. the quotation of Itkonen (1978) in Section 3.1), since as Johnson and Lakoff repeatedly emphasize, we have no “direct access”, i.e. awareness, of their presence.  The fact that it has been impossible to agree on a set of criteria to delineate their level of generality, not speak of their identity, shows the problematic nature of this take on image schemas. The obvious alternative is to interpret them not so much as structures, and not as entirely unconscious, but as processes that are at least in part accessible to consciousness, in the manner proposed by Langacker. In Coserian terms: primarily as activity than as knowledge or product. And since we are capable of directing our consciousness to such (subjective) processes in reflection according to Husserl’s “eidetic law” (cf. Section 3.2), they correspond on the knowledge level to Type 2 pre-theoretical knowledge, and with analysis to Type 3 theoretical knowledge. Indeed, the image schemas that have been least controversial (since most intuitive) are those like CONTAINMENT and SOURCE-PATH-GOAL which are both accessible to consciousness and fundamentally dynamic (Dewell 2005).
At the same time, using Coseriu’s framework it is clear that such processes/structures belong to the universal level, as “principles of thought”, and not to the historical level of specific languages – a distinction that is regularly lost in CL theorizing. For example, Johnson and Rohrer (2007) claim that the meaning of the English preposition in is the CONTAINMENT schema, with the interior aspect profiled, and the meaning of to the SOURCE-PATH-GOAL schema, with GOAL profiled. Hence, the meaning of into is derived by the superposition of the two. Apart from problems related to the professed non-representational nature of image schemas by these same authors (cf. Zlatev 2007), the flaw in such a proposal is that it neglects the difference between “designation” and “meaning” (Section 2) – only the second is normative, and conforming to language-specific criteria of correctness (cf. Itkonen 2008a). Furthermore, as background, “off-stage” processes (if interpreted in the spirit of Langacker), image schemas are not even the kind of entity to serve as the target of designation. 
Hence, most consistent with a Coserian universal vs. historical distinction is not to regard image schemas as matter of semantics at all, but as (universal) constraints on both meaning and sense, accounting for the fact that there is less variation between languages than what a purely structuralist account would predict (cf. Zlatev 1997). Under any interpretation, they should be distinguished from linguistic meanings, which are normative, and hence language-specific.
4.2 Metaphor: Conceptual, discursive, or both?
Lakoff and Johnson (1980) performed a minor terminological revolution with respect to the notion of metaphor. Irrespective of all the differences between different approaches to metaphor before that (cf. Ortony 1979), metaphors were considered to be primarily linguistic phenomena. Within CL, one of the first lessons to learn is that “metaphor is not a matter of language, but of thought”: underlying “mappings” between concepts in the source and target domains, formed (largely) on the basis of non-linguistic experience. The most important of these have since then been termed primary metaphors such as SIMILARITY IS PROXIMITY which are claimed to be universal (Lakoff and Johnson 1999; Grady 2005; Johnson and Rohrer 2007). The theory states that on the basis of such mappings, fixed in long-term memory, and thus “in the synapses of the brain”, we can understand expressions such as close to the truth and near-synonyms. Somewhat analogous to the old division within transformational grammar, there is the “deep structure” of metaphorical thought, and the “surface structure” of metaphorical expressions. 
This theory, currently known as Conceptual Metaphor Theory (CMT), has been questioned from outside CL (e.g. Haser 2005), but also recently from within CL, by Zinken (2007). Particularly problematic are its strong claims of universalism and language-independence. For example, if the mappings are truly on the level of thought, then near-synonyms in the source domain such as fortress and bastion should end up as near-synonyms when used metaphorically. However, through corpus analysis (Zinken uses German examples, but let us continue with English for ease of illustration), one can show that the target meanings are not synonymous, and their meanings can be traced to particular uses in discourse. Hence, Zinken calls such expressions “discourse metaphors”, and suggests that they constitute “the middle stage in the lifetime of a metaphor”, between on the one hand, truly creative novel usage and, on the other, conventional expressions with different several meanings, what used to be called “dead metaphors”. Discourse metaphors evoke according to Zinken “habitual analogical schemas” – corresponding to the mappings of CMT, but constructed primarily on the basis of language use. 

Similar to the analysis of “image schemas”, using Coseriu’s conceptual framework we can easily notice here that the two theories attribute the phenomenon of metaphor to two different levels: the universal (Lakoff, Johnson, Grady) and the historical (Zinken). In principle, they could both be correct, though with Itkonen (2005) we could question the terminological revisionism of Lakoff and Johnson, especially since there is a good traditional name for the kind of “mappings” that they describe: analogy. “Analogy, as structure and process” (the title of Itkonen’s monograph) is a sufficiently general concept so that it can (with empirical justification) be applied both on the level of non-linguistic thought (the universal level) and on linguistic (discursive) phenomena.  It is also general with respect to the dimensions: process, knowledge and product. The fault of CMT theorists is that they overemphasize the “knowledge” aspect, again of the “cognitive unconscious” type, and in this way neglect the truly creative side of metaphor, which must be a matter of process (energeia) not structure (Faur forthcoming). A further mistake is that, once more, the distinction between the “ellocutional” and the “idiomatic” levels of knowledge is collapsed, with linguistic metaphor being reduced to mere realization of pre-existing structures. On the other hand, Zinken seems to be overemphasizing the “form-specificity” of metaphors, i.e. that like idioms, they have particular meanings linked to particular forms, with little if any generalizations, both within and across metaphors. 
In a recent study of metaphorical expressions for emotions based on the source domain of motion (in a broad sense) in four different languages, with different degrees of genealogical and areal closeness (English, Swedish, Bulgarian and Thai) Zlatev, Blomberg and Magnusson (in press), found substantial differences between the languages. As predicted from a “discursive” account, the closer the languages were genealogically and geographically, the more their motion-emotion metaphors overlapped. However, all four languages had corresponding expressions with respect to a few “primary” metaphor types, shown in Table 3.  Interestingly, these are fairly systematic: despite differences in the meaning of some specific expressions, MOVE UP and MOVE DOWN are converse motions, and the target domain emotions can be subsumed under the headings POSITIVE and NEGATIVE EMOTION, respectively, which are also antonymic. The (non-translocative) motions in the other three cases form a sort of hierarchy of intensity: BREAK UP > SHAKE > STIR and it seems that the emotions these map to do so likewise: when one’s emotional life is “shattered” this is worse than when it is “shaken”, and least so when one is “stirred” – in all four languages and cultures.
Table 3. Cross-linguistic metaphor types attested with expressions in four different languages (based on Zlatev, Blomberg and Magnusson in press)

	Metaphor type
	English
	Swedish
	Bulgarian
	Thai

	MOVE DOWN →

NEGATIVE EMOTION
	F drops
	F sjunker

(‘sinks’)
	F pada

(‘falls’)
	F tòk-caj
(‘fall-heart’)

	MOVE UP →

POSITIVE EMOTION
	F is rising
	F stiger

(’rises’)
	C po-vdiga F
(‘raises’)
	F chuu-caj
(‘raise-heart’)

	BREAK UP →

VERY STRONG NEG. EMOTION
	C shatters F
	C krossar F

(‘shatters’)


	C raz-biva F
(‘shatters’)


	F caj-sàlǎaj

(‘heart-shatter’)

	SHAKE →

STRONG NEG. EMOTION
	C shakes F
	C (om)skakar F
(‘shakes’)
	C raz-tărsva F
(‘shakes’)
	F sàtɯan-caj

(‘shake-heart’)

	STIR →
NEG.EMOTION
	C stirs F
	C upprör F
(‘stirs’)
	C u-bărkva F
(‘stirs’ = confuses)
	C kuan-caj F

(‘stir-heart’)


The major point of the argument presented by Zlatev, Blomberg and Magnusson (in press), however, is that the respective roles of pre-linguistic subjective experience and linguistic expression need to be acknowledged in order to account for the interaction (integration) between the universal and historical levels, and the key roles played by consciousness and creativity: 
[S]ubjective experience and language (use) closely interact in the formation of metaphorical expressions used to talk about, and at least to some extent think about, emotions. In brief, this position implies a scenario such as the following on the “evolution” of emotion metaphors: People can and do experience emotions (or perhaps feelings) of various sorts even independently of language, but to be able to talk about them, these less “tangible” experiences must be expressed by words whose meaning is public. The most natural way to do so is to use expressions which refer to publically observable phenomena, but which are in some ways either similar to (analogy) or spatiotemporally related to (contiguity) the subjective experiences. ... Hence, in historical time some speakers could creatively use expressions referring to such analogous or contiguous (motion) events in the “external world” in order to describe their “inner worlds”, and hearers could understand them, due to the motivated nature of the expressions. With cultural transmission, both within and between generations, such expressions become conventional (though still motivated) and thus convenient language- and culture-specific “moulds” for further emotional experience. 

I am not sure if Coseriu would have been completely happy with such an account, since due to his (neo)structuralist background, he viewed even the “universal level” as in some sense basically connected to language, while (as pointed out in Sections 2 and 3) I think it is better conceptualized as processes and structures of non-linguistic, or pre-linguistic, consciousness. But at least some of his formulations quoted earlier allow for such an interpretation, and he would most likely have approved of its thoroughly “integral” sentiment.
5. Conclusions
We began by spelling out a central tendency in current CL, in which a growing number of linguists and psychologists aspire to account for language on “the firm basis of observation” – based on linguistic corpora, the results of psychological experiments and neuroscience. Without wishing to belittle such “third-person”, “objective” research, it becomes obvious when juxtaposing it with the pluralism of Integral Linguistics that it is not sufficient as a methodology for the study of language. This is so because it focuses only on the products of language: attested uses of language in the case of corpus linguistics and “linguistic behavior” in the case of psycholinguistics. As for the brave new physicalism of Lakoff, I doubt that many would be persuaded to even take it seriously. Yes, thought and language are closely connected to the activity of the brain, but this is not the same as saying that “thought is physical”. Neuroscientists and neurolinguists are quite aware of the immense difficulties of interpreting the data from brain-imaging or brain lesions, so what is “observed” in these cases is not even a product of language (or thought), but a “shadow” of it. In all these cases, what is missing in the observational perspective are the knowledge and activity points of view in Coseriu’s matrix. 
The alternative viewpoint, emphasizing introspection as “the only instrumentality that can access the phenomenological content and structure of consciousness” (Talmy 2000: 6), may seem at first to complement this lack, but without distinguishing between the different types of knowledge discussed in Section 3, it risks to lapse into a subjectivism that would only provide fuel for the reductionist tendency.  

Seen from the perspective of Integral Linguistics, what is most obviously lacking in “mainstream” CL is the historical level of language, which necessarily involves intersubjectivity. This is a complex notion, which can be understood on several different “levels”, and on both the “knowledge” and “activity” points of view (cf. Zlatev et al. 2008). But without it, and the related concept of common knowledge, it is not possible to have a coherent idea of a shared (“historical”) language, which is essential for linking the motivations of the universal level with the individual level and its specific “products”. Since the historical level is lacking in the theorizing of leading figures of CL such as Lakoff and Johnson, we can see how we are left with a reductionist model. Activity becomes “recurrence” and “repetition”. Knowledge – “entrenchment”, leading more or less deterministically to “usage” (i.e. the products observed in corpora and the behaviors in experiments).

Such a model is reductionist since creativity on all three levels is effectively eliminated, along with the potentials of human consciousness and the richness of social interaction. Another implication is that the take on language becomes necessarily universalist, overemphasizing the roles of hypothetical pan-human structures such as “image schemas” and “primary metaphors”. 

Despite such objections, which could lead to the conclusion that CL and IL are completely at odds, I have tried to strike a conciliatory note. First of all, CL is not an internally consistent paradigm, but broadly construed involves researchers such as Sinha, Itkonen and myself who have endeavored for some time to offer a hermeneutic (Itkonen 1978) or phenomenological reinterpretation of CL, which would not suffer from the problems pointed out above, as well as a resolution of the mistaken dilemma “science or philosophy” (Pawelec 2009; Zlatev 2010). On this perspective, key CL notions such as image schemas and conceptual metaphor may still have a part to play in an integral theory of language, but under two conditions. First, that they are considered as primarily operating on the universal level, as motivating forces for (cross-linguistic) generalizations. And second, that they are analyzed above all as creative processes, utilizing the power of human consciousness.
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� For a comprehensive bibliography see, � HYPERLINK "http://www.coseriu.de/" �http://www.coseriu.de/�. Texts in English, most of which are translations from Spanish or German, seem to be confined to Coseriu (1962, 1967, 1971, 1974, 1977, 1983, 1994, 1995, 2000a, 2000b; Coseriu, E. and H. Geckeler  1974 )


� In one of his last publications, Coseriu (2000b) notices some of the same problems in (mainstream) CL, as pointed out by Faur (forthcoming). 


� An anonymous reviewer characterizes this in particularly strong terms: “Coseriu defines this activity as creative, not as mere usage of preexisting signs but as an incessant production of signs. This dynamic aspect can be briefly specified as production of the means of production, activity producing its own capacity or dynamis [linguistic knowledge], and activity which a permanent “going-beyond” (a permanent reworking and expansion of) this dynamis.”


� The notion of “elocutional knowledge” is apparently dealt with in much more detail in some of Coseriu’s publications that have not been translated into English: Determinación y entorno. Dos problemas de una lingüística del hablar (1962), Au-dèla de la structuralisme (1982), and  Sprachkompetenz (1988). I thank Elena Faur for pointing this out.


� This does not concern knowledge of “idioms” but rather the ability to “speak idiomatically”.


� The anonymous reviewer would seem to have an alternative interpretation:  “… as dynamis or capacity, this knowledge is nothing else but the technique (tekhne) of the activity which produces signs [i.e. energeia]. As such it is not “about” language activity, it is only “of” this activity and cannot be separated from it. Coseriu specifically characterizes this knowledge as intuitive, technical, systematic, etc.” I leave the issue for further discussion, but an easy compromise would be that Coseriu operated with all three types/concepts of knowledge, and in some passages emphasized Type 1 and in others Type 2, both to be distinguished from Type 3. What is important for my argument is that original knowledge is at least in part of Type 2, since this would allow the application of Husserl’s “eidetic law” and thus of pre-theoretical reflection, which Husserl argued was the precondition for phenomenology. 





� This is not intended to deny that Coseiru has a broader notion of grammar: in other publications it is even applied to the other levels of the matrix. Nevertheless, the question concerning the knowledge of such grammar that I pose here still needs to be deliberated.  


� The anonymous reviewer objects that I, in a sense, attribute too much to CA: “Interestingly enough, conversation analysis categories concern not the text, as a specific level of language phenomena, but observable verbal interactions. One could almost say that these categories concern “verbal behavior”, speech considered independently from historical language.” Without claiming any expertise in the field, and finding it somewhat ironic that I should be defending CA, I would reply that it would not be possible for a CA researcher to conduct any kind of analysis of an interaction without sharing “members’ knowledge” with the participants, and while some of this may be universal (as the reviewer suggests), without knowing “the language”, and furthermore familiarity with the activity in question, the “analysis” would inevitably end up enormously shallow, or else would be “projecting interpretations”, which is exactly which CA disavows. But I agree with the reviewers that activity theory (e.g. Voloshinov 1986/1927) would perhaps be a less controversial representative for this “cell”, and have added this to Table 2.


� The anonymous reviewer objects that such a position would be counter to that of Coseriu, who “actually reverts this genetic order and asserts – along with other authors like Saussure and Vygotsky – that reflective consciousness is possible only on the basis of language and the linguistic sign”. If that is indeed so, then I would part company with Coseriu on this respect. But given Coseriu’s comments on “naïve reflexivity” and references to Husserl, for whom language was clearly posterior to (basic) reflexive consciousness (cf. Zahavi 2003), I suspect that the issue here is what we mean by “reflexivity”, and being able to distinguish between several different kinds, where some are more basic than language, while others are not, e.g. those requiring theoretical reasoning. 
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